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Abstract

Destination choice modelling is a fundamental step in transportation planning as it informs demand forecast-
ing, infrastructure investment, and policy design. A reliable model should not only achieve high predictive
accuracy, but also provide interpretable insights to support decision-making. Due to typically very large
numbers of choices available in universal choice sets and lack of information on the choice availability
at the individual level, the formulation of consideration choice sets is a crucial component in modelling
individual preferences in destination choice modelling.

Traditional discrete choice models, such as the multinomial logit model, provide interpretable parameter
estimates but often struggle to capture complex decision-making processes, limiting their predictive power.
In recent years, deep learning models have been explored as an alternative due to their ability to capture
non-linear relationships between choices and explanatory variables [1l]. However, a significant drawback of
deep neural networks is their lack of interpretability, making it difficult to extract behavioural insights and
understand how individuals make decisions. To bridge this gap, this study applies the ResLogit framework,
an interpretable deep learning model for discrete choice analysis [2]]. ResLogit integrates residual connec-
tions into a logit-based structure, allowing it to capture non-linear effects while preserving the behavioural
foundations of discrete choice models. The first contribution of this study is the application of ResLogit to
destination choice modelling, providing a framework that balances predictive accuracy and interpretability.

Another major challenge in destination choice modelling is determining which alternatives a decision-
maker considers before making a choice. The exact consideration set is often unobservable, leading to
potential biases in estimated parameters [3]. To address this, researchers have developed various determin-
istic and stochastic methods for choice set generation [4} 15, |6]. Deterministic approaches rely on predefined
rules, such as travel time thresholds or geographic constraints, to define feasible alternatives. However, these
methods often impose rigid structures that fail to capture individual variability, leading to overly restrictive
or unrealistic choice sets. Stochastic methods, such as random sampling or importance sampling, intro-
duce variation in the alternatives considered by different individuals. However, a key limitation of these
approaches is their reliance on assumptions about the probability of inclusion, which may not accurately
reflect true consideration behaviour. While previous studies have primarily focused on generating choice
sets through external models before integrating them into discrete choice models, little attention has been
given to incorporating choice set formation directly within a deep learning-based model. To address this,
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we propose incorporating a self-attention mechanism within ResLogit to dynamically determine relevant al-
ternatives for each decision-maker. Unlike conventional choice set generation methods, which impose rigid
rules or rely on heuristics, attention mechanisms allow the model to learn which alternatives are most rel-
evant in a data-driven manner. This integration provides a behaviorally consistent representation of choice
sets within the ResLogit structure, offering a novel solution to the challenge of handling large alternative
sets.

This study uses data from the 2018 Montreal Origin-Destination (OD) survey, conducted by the Autorité
régionale de transport métropolitain (ARTM). The OD survey, collected every five years, provides detailed
information on household demographics, individual characteristics, and travel behaviour for residents of the
Greater Montreal area. For this study, we focus specifically on home-based work trips, where individuals
select a work destination from a large set of possible locations. The dataset includes records of individual
trips alongside attributes such as age, employment status, household size, and income level. Additionally,
zone-level characteristics, such as population and employment density, are derived from census tract data.
Travel impedance is measured using a distance matrix, capturing the spatial separation between origins and
potential destinations. To ensure data consistency and reliability, several preprocessing steps were applied.
First, only work trips were retained, and trips with unreasonable travel times, such as those exceeding
three hours or recorded as zero travel time, were excluded from the dataset. Next, the study area was
restricted to the Island of Montreal, which includes 533 census tracts, ensuring a focused analysis on the
central urban region. To improve model performance, continuous variables such as population density,
employment rates, and distances were standardized, ensuring numerical stability during training. The final
dataset consists of 19,389 observations, each representing an individual’s work trip decision among 533
possible destinations. This dataset serves as the foundation for training the ResLogit model with attention-
based choice set formation.

In the proposed framework, self-attention is applied to preprocess the choice set. The attention mech-
anism computes importance scores for all available destinations and selects the top-K destinations that are
most relevant to the individual, resulting in the consideration choice set (C.,). This ensures that the model
learns from a refined set of alternatives, preventing issues associated with universal choice sets that may
include irrelevant options. The attention mechanism operates as follows: for an individual n considering
destinations d, the attention score is computed as:
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where @), represents the query (e.g., an embedding of the traveller’s characteristics), Kg represents

the key (e.g., an embedding of the destination’s attributes), and dy, is the dimension of the key vector. The
attention weights are then obtained using a softmax function:
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These attention weights determine the relative importance of each alternative for the decision-maker.
To ensure behavioural realism, only the top-K destinations with the highest attention weights are retained
for modelling. The selected destinations are then used as inputs to ResLogit, where the systematic utility
function remains:
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where V,, 4 represents the deterministic component of utility, which consists of the alternative-specific
constant ASC, the systematic component Sz ,, and the residual correction term in ResLogit g, 4. The



term x , corresponds to the adjusted input vector incorporating attention-based filtering, and &,, 4 is the
random error term, assumed to follow a Gumbel distribution, consistent with the logit framework. The
residual component is formulated as:

Gnd = — f: In (1 + exp <0(m)h1(:zl_1)>) )

where 0(™) are the learned parameters of the residual layer m that adjust for heterogeneity and sub-
stitution effects, and hg'zl_l) represents the non-linear transformation of inputs from the previous residual
layer. The final choice probability after accounting for the choice selection probability in the consideration

set becomes:
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where P(d|C),) represents the probability of choosing alternative d given the consideration set C,. The
term v, 4 is the attention-derived probability that alternative d is included in the consideration set, ensuring
that alternatives with higher relevance receive greater weight in the final choice probability calculation. The
logarithmic transformation of the attention weights ensures consistency with the utility scale in the logit
model, allowing attention-derived relevance scores to be integrated in an additive form that preserves the
probabilistic foundations of the model.

The total number of parameters in the proposed model depends on the dimensionality of the input fea-
tures, which include zone-level attributes as well as impedance measures. To safeguard against overfitting,
standard techniques such as regularization, validation-based tuning, and early stopping will be applied dur-
ing training. While the attention mechanism adds parameters, its structure remains compact, particularly in
the case of single-head implementations. The complete parameter count and diagnostics will be provided in
follow-up analyses to contextualize model complexity in relation to the feature space.

The ResLogit-attention framework is trained using maximum likelihood estimation (MLE).The process
begins with the initialization of attention weights and ResLogit parameters. Attention scores are then com-
puted for each alternative in the choice set, and a refined subset of top-K destinations is selected. The
filtered alternatives are passed through ResLogit, where systematic utility components are estimated. Model
parameters are updated iteratively using a loss function based on the negative log-likelihood of the ob-
served choices. To maintain behavioural consistency, a constraint is imposed to always include the chosen
alternative in the attention-filtered set, ensuring that no relevant destinations are excluded due to attention
misalignment. This constraint preserves model interpretability and ensures realistic choice behaviour in the
prediction process. The process of integrating self-attention with ResLogit is illustrated in Figure I}

To evaluate the model’s predictive performance, we will employ several accuracy measures, including
the percentage of correct predictions, log-likelihood of observed choices, and comparison of predicted versus
observed distance distributions as a form of behavioral validation. This approach helps assess the realism of
spatial patterns and the extent to which the model reflects underlying decision tendencies. Evaluation will
be conducted on both training and held-out test sets to ensure generalizability, with a minimal gap between
training and test accuracy interpreted as evidence of strong out-of-sample performance. To benchmark
performance, we will compare the ResLogit-attention model against both traditional interpretable models
and more opaque black-box alternatives. Specifically, we will estimate a multinomial logit (MNL) model
to represent a fully interpretable baseline. This comparative evaluation will demonstrate how the proposed
framework balances predictive power with interpretability, and whether it offers improvements over existing
modeling paradigms without compromising behavioral transparency.
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Figure 1: Flowchart representation of the methodology integrating self-attention with ResLogit.
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The study presents an innovative approach for destination choice modelling by integrating the ResLogit
framework with a self-attention mechanism. The proposed methodology goal is to address three major
challenges in destination choice modelling: (1) improving predictive accuracy, (2) ensuring model inter-
pretability, and (3) handling large choice sets. ResLogit provides a behaviorally consistent framework by
maintaining a logit-based structure, while self-attention enables dynamic choice set formation by identify-
ing the most relevant alternatives for each individual. The key advantage of this approach is that it allows
for data-driven choice set formation without relying on predefined rules or heuristics. Unlike traditional
deterministic and stochastic choice set generation methods, the attention mechanism learns from observed
behaviour and dynamically assigns relevance scores to alternatives. This ensures that the model captures
individual-specific preferences while maintaining a structured utility-based decision-making process. Addi-
tionally, by applying attention, we refine the input space while preserving the interpretability of the estimated
parameters. The proposed methodology has broader applicability beyond destination choice modelling, as
its underlying principles is transferable to other domains, such as route choice models, where decision-
makers face a large set of alternatives.
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